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Abstract

As internet availability remains to spread across the globe,
online trust has become an increasingly relevant subject.
One way to obtain a measure of trust is through reputation
mechanisms, which record one’s past performance and in-
teractions to generate a reputational value. We observe that
numerous existing reputation mechanisms share similari-
ties with actual social phenomena; we call such mechanisms
‘social reputation mechanisms’. The aim of this paper is to
discuss several social phenomena and map these to existing
social reputation mechanisms in a variety of scopes. First, we
focus on reputation mechanisms in the individual scope, in
which everyone is responsible for their own reputation. Sub-
jective reputational values may be communicated to different
entities as in the form of recommendations. Secondly, we
discuss social reputation mechanisms in the acquaintances
scope, where one’s reputation can be tied to another through
vouching or invite-only networks. Finally, we present ex-
isting social reputation mechanisms in the neighbourhood
scope. In such systems, one’s reputation can heavily be af-
fected by the behaviour of others in their neighbourhood or
social group.
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1 Introduction

As internet availability remains to spread across the globe,
online trust has become an increasingly relevant subject. The
COVID-19 pandemic has shown that, in time of crises, the
online news and social media usage increases [1], increasing
the risk and impact of misinformation. As such, it is com-
monly known that governments have attempted to control
news media to spread propaganda in the past. Additionally,
research shows that individuals getting their news from so-
cial media are often more likely to belief conspiracy theories
[2]. Such matters raise the relevant and contemporary ques-
tion: who to trust?

In an automated setting, the trust measure is often ex-
tracted from one’s reputation. Their reputation may be cal-
culated through the amount of ‘good” work one has per-
formed, or the reputation of their direct peers. We call sys-
tems performing such calculations reputation mechanisms.
Many reputation mechanisms have been proposed and evalu-
ated [3-10]. The core components of reputation mechanisms

may vary greatly, e.g. it may assume that entities have a
fixed initial identity or that some entity i sending some en-
tity j a message provides a proof of personhood for entity j.
However, the common purpose of reputation mechanisms is
to provide some measure of benevolence or trustworthiness.

The overall scope of this paper is focused on social reputa-
tion mechanisms. Such reputation mechanisms are a virtual
reflection of genuine social phenomena, such as vouching or
familial relationships. We provide a survey in which we have
rigorously reviewed social reputation mechanisms by explor-
ing various social concepts and mapping these to existing
reputation mechanisms.

Through the course of this paper, we gradually increase
our scope and consider social reputation mechanisms based
on social phenomena on an increasingly larger scale. First,
we discuss the individual level. In this scope, no two per-
sons necessarily know each other initially and everyone’s
reputation is based solely on the work they perform or the
quality they provide. Secondly, we consider one’s acquain-
tances. Existing social ties and vouching are concepts which
may transpire in this space. Lastly, we discuss phenomena
occurring in one’s direct neighbourhood. For instance, the
neighbourhood in which you live may affect your reputation
to both members outside and inside that neighbourhood.

First, we provide more background on the importance
and relevance of creating trust and reputation mechanisms
in section 2. Section 3 provides formal definitions and data
structures, which we use to generalise the mathematical
foundations of reviewed mechanisms in order to reduce the
usage of varying mathematical models across the different
reputation mechanisms. Section 4 considers entities individ-
ually, and rigorously discusses different reputation mecha-
nisms based on social phenomena within this scope. Section
5 continues exploring social concepts in the acquaintances
scope and their associated social reputation mechanisms.
The last scope, neighbourhoods, is discussed in section 6. A
brief overview of all discussed social reputation mechanisms
can be found in table 1.

2 Background

Shaping trust in the online world, arguably the telos of all
reputation mechanisms, is a hard challenge, which has been
studied as early as 2002 [30-32]. As the space of defense
mechanisms gradually evolves, so does the space of attack
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Table 1. Overview of all social reputation mechanisms reviewed in this paper, as well as associated work.

Year Mechanism Reputation model Related
1999 PageRank [4]. Type: individual. Assumes important R; [11-14]
websites are likely linked to from other websites. Ri=c Z W
Links are quantified iteratively until stationary state. veB; U
2006 GroupRep [9]. Type: neighbourhood. Users form Given utility u;; and cost ¢;; from i to j: [15-19]
natural groups. The group reputation is assumed Cij — Uij
when there has not been sufficient direct interaction. Kj = P
ij + Uij
2009 IPGroupRep [10]. Type: neighbourhood. Adopts IP- Given positive feedback r and negative feedback [20-22]
based groups and aggregates spam detection feed- s:
back for reputation values. r+1
T rts+2
2010 ARRep ["?']. Type: lndzvzduql. Leverages direct expe- R = a-RP+(1-ct)-RR [23-27]
riences with recommendations. J 2 2
2011 Trust by Association [7]. Type: acquaintances. Given some underlying reputation mechanism U: [28]
Invite-only network; reputation of the invitee di- Y on U
rectly affects inviter. R; = (1-a) Uﬁa%
1
2012 Souche [6]. Type: acquaintances. Frictionless vouch- Given a giant connected component (GCC), which
ing and assumes all benevolent users are member of growth is limited for each time interval:
a giant connected component. . Trusted, ifieaee
"7 | Not trusted, otherwise
2015 SocialTrust [8]. Type: acquaintances. Prefer friends Entity’s reputation is modified based on the rating [29]

over strangers. Relies on reputation of strangers if
no friend available.

2022 MeritRank [5]. Type: individual. Defines set of
strategies to make Sybil prone reputation mecha-

nisms Sybil tolerant.

of the other party and their impact factor T;:

= f s (1)

ax Dmax

Transitivity decay, connectivity decay and epoch
decay applied on existing reputation mechanisms.

possibilities. For instance, people are getting more aware of
the risk of the internet and start to become sceptic towards
(spam)mails, causing scammers to invent more intelligent
and sophisticated scams [33]. Another example of the need
for online trust is in the world of e-commerce, where crim-
inals are actively attempting to swindle innocent users on
large e-commerce platforms, like eBay [34].

Nowadays, this responsibility of creating trust cannot be
entrusted to private corporations. In recent events, Alphabet
Inc. has been fined €220 million by French authorities for
abusing its dominance in the advertisement industry. The
French government has accused Alphabet Inc. of promoting
their own advertisements over their competitors’ in their
search engine, Google. Furthermore, in 2019, Google has been
fined €1.28 billion by the European Union on similar charges
[35]. Google’s dominance in the advertisement industry and
the abuse of this position manifests their absolute control
over the ranking of advertisements and online resources,
incentivizing one to dispute their role in creating online
trust. This case shows a typical example of the Red Queen

hypothesis, which, in the e-commerce setting, states that
companies must constantly adapt/evolve to stay ahead of
their evolving competition [36]. Such online wars only help
in creating distrust between different parties, strengthening
the need for widely accepted trust mechanisms.

Exploiting social phenomena for the purpose of creating
trust in online settings has previously been considered with
the proposal of a novel peer-to-peer file-sharing system,
named TRIBLER [37]. TRIBLER is a peer-to-peer file-sharing
system, which introduces social ties to incentivize users
not to misbehave at the expense of their friends, partners
or community. TRIBLER suggests the usage of public and
private keys as an authenticational method for recognizing
previously encountered users in the anonymous peer-to-peer
environment, enabling users to keep track of benevolent and
malicious interactions.
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3 Definitions

This section provides the formal definitions of various con-
cepts and data structures we use in the description of existing
social reputation mechanisms.

Entity — The notion of an entity encapsulates any type of
instance which may participate in the network employing
the underlying social reputation mechanisms. For example,
an entity may be a real person, but could also be a computer.

Reputation mechanism — We adopt the definition of
reputation mechanism as formulated by Swamynathan: “A
reputation mechanism collects, aggregates, and disseminates
feedback about a user’s behavior, or reputation, based on the
user’s past interactions with others” [38]. In other words, a
reputation mechanism processes feedback received from all
entities participating in the network to cumulatively calcu-
late a subjective or global reputation value for each entity.

Trust — In the context of computing systems, we may
adopt the definition of trust as formalized by Saputra: “Trust
is a Trustor’s level of confidence in regard to the ability of a
Trustee to provide expected result in an interaction between
Trustor and Trustee” [39], where a trustor is the party which
receives some service and the trustee is the party entrusted
with performing or providing the trustor with a certain ser-
vice or resource. In other words, trust is the certainty at
which entity A (trustor) believes that entity B (trustee) is
able to provide them with some service. More formally, trust
is defined as a weighted directional relation (i, j,v) € E be-
tween two entities i, j € N and v € R, where N is the set of
all entities, E is the set of all directed relations between two
entities and v is the trustworthiness value assigned by some
entity i to some entity j.

Trust graph — Trust relations as defined previously can
be aggregated in a directed graph. We call such graph a trust
graph, or alternatively social graph. This graph is defined by
the tuple (V, E), where V is the set of entities and E is the set
of trust relationships, also referred to as edges. Such a trust
graph often facilitates the necessary structural foundation.
More specifically, we say that if some entity i which has had
sufficient (in)direct interaction with some arbitrary entity j,
such that j € N; and 3(i, j,v) € E : v € R, where N; is the
called a trust set, consisting of entities with whom entity i has
had sufficient interaction with to assess their trustworthiness,
depending on the underlying reputation mechanism. Further-
more, entities can occur in multiple trust sets, but no entity
can contain itself in its trust set: Vi € N : i ¢ N;. Addition-
ally, all entities occur at most exactly once in every trust set,
such that Vi € N : {Vj,k € N; : ID(j) = ID(k) © j = k},
where ID is a deterministic implementation-specific func-
tion capable of identifying individual entities. Note that the
prior implies that V(i, j,0) € E : i # j. We argue that ev-
ery directional relation in the graph is unique, such that
V(i jo),(kLw) € E: {(i=kAj=1 & (ijv) =
(k,1,w)}. Finally, all entities occur exactly once in a trust

Figure 1. Example trust graph representing trust relations
between entity’s A, B and C. In B’s perspective, C has a
trust/reputation value of 0.8, implying that (B, C, 0.8) € E.
The reputation value is calculated and interpreted by the
underlying reputation mechanism. Furthermore, B’s trust
set corresponds to Ng = {C} and A’s trust set to Ny = {B, C}.

graph: Vi, j € N : {ID(i) = ID(j) & i = j}. An example of
a trust graph can be found in figure 1.

Sybil attacks — The Sybil attack [31] is a well-known
attack used against reputation mechanisms. Many reputation
mechanisms are unable to distinguish original entities from
their copies [40]; a weakness abused by the Sybil attack. An
adversary may employ the Sybil attack to increase its own
reputation through the instant creation of virtual entities,
such that they may enjoy the benefits of high reputations.
The method used to increase one’s reputation using ‘Sybil
entities” depends heavily on the implementation details of
the underlying social reputation mechanism. In 2011, Seuken
et al. have shown that under specific circumstances, there
exists a passive strongly beneficial Sybil attack [41]. In such
an attack, a malicious entity can obtain an infinite gain with
minimal effort.

4 Individuals

In the individual scope, no two entities have any initial sub-
jective reputation value of each other and all reputations are
based on the work the entities perform. However, once an
entity has attained the trust of some other entity, it might
propagate this trust value to peers, depending on the under-
lying mechanism. A physical social phenomenon resembling
such situation is a networking event. During networking
events, no two people have any initial measures of trust
of each other, but any two people may grow to trust each
other through reciprocity. The gradual creation of such trust
relations may be used to form a trust graph. The assessed
trustworthiness may then be shared throughout one’s ‘net-
work’, such that someone can obtain a reputation value of
an entity, which whom they did not have direct interaction.

While direct experience with an entity is the most reliable
metric to assess the trustworthiness of an entity [42], socio-
logical research has found that reputational values are often
spread through gossip [43]. Recipients of such reputational
values have been shown to use these to selectively interact



with cooperative rather than selfish individuals. An example
of a reputation mechanism adopting this social behaviour in
an online setting is ARRep [3].

ARRep

ARRep (adaptive and robust reputation mechanism) [3] is a
social reputation mechanism which leverages direct experi-
ence with reported experiences from other entities. While
ARRep is proposed for usage in a peer-to-peer environment,
the resemblance with the social phenomenon as depicted
previously is vivid. Furthermore, ARRep applies heuristic for
improving the accuracy of reported experiences, by giving
more weight to entities who have had more experiences.

Given some entity i assessing the trustworthiness of some
entity j, j’s overall reputation value R;; can be calculated
according to:

Rj=a-R}+(1-a)-R

where Rg represents the reputation value extracted from i’s
direct experience with j, Rf; corresponds to the reputation
value extracted from the recommendation of peers, and «
represents the confidence factor of i’s direct experience. For
some threshold M > 0, « is equal to the ratio between the
number of experiences and M while the number of experi-
ences is lower than M, otherwise a = 1. The value of Ri[}
corresponds to:

njj P
SR (A exk)

nij an;i—k
2yl A

D _
RP =

where n;; is the total number of interactions between i and
J, A is some decay value such that 0 < A < 1 and ex is
a function returning either 1 (good) or 0 (bad) depending
on the experience of interactions between i and j from i’s
perspective. Moreover, the recommended reputation value
Rg. is calculated, such that:

Yizk (Cik - RY - nt/me)
Zi;ek Cik

where 1 denotes some value 0 < 5 < 1 and Cj; corresponds
to the recommendation credibility based on the similarity
between entity i and the recommender k (see [3] for details).

During evaluation, it was found that ARRep outperforms
existing work [23] in a number of attacks for which peer-
to-peer networks are susceptible. More specifically, ARRep
has shown to performs better in on-off attacks, bad mouthing
attacks and collusive cheat attacks.

R _
RE =

There exist several reputation mechanisms similar to ARRep,
focused on the same principles of combining direct expe-
rience with recommendations [23-27]. Continuing on the
phenomenon in which reputation may be passed on through
gossiping, an example of a reputation mechanism which di-
rectly applies this, is PageRank. PageRank uses the number
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of references an entity receives to determine its reputation
compared to others. This behaviour is again very similar
to that during networking events. PageRank has been used
for assigning reputation values in social networks [44] or to
measure academic reputation through citation graphs [45].

PageRank

In the early ages of the internet, Google was among the first
to adopt a reputation mechanism. Larry Page, Google’s co-
founder, introduced PageRank [4]: an algorithm used to rank
search engine results based on relevance. While PageRank
might no longer be Google’s only reputation mechanism, it is
the basis of numerous other reputation mechanism [11-14].

PageRank considers the internet as a network of web pages
connected through their links. If many pages link to an-
other page, it has a higher reputation and therefore a higher
‘rank’ on the search results page. PageRank’s algorithm em-
ploys the usage of rounds: initially, every page has the same
amount of ‘rank’. Every subsequent round, the rank flows
uniformly distributed over all outgoing links to other web
pages (see figure 2). Once the network reaches a stationary
state, i.e. the rank does not change anymore, extracting the
amount of rank per web page is trivial. One may note that
this algorithm shows high similarity to finding the limiting
probabilities of a Markov chain.

Let A be a matrix such thatV(i, j,0) € E: A;j = ﬁ Note
that the value v is not used by PageRank as it utilizes the
notion of global reputation, i.e. the reputation is equivalent
from all perspectives. Let R the reputation value of web page

1, such that:
R;
Ri =C Z m

veEB;

where B; is the set of states {j € N|i € N;} andcisa
factor used for normalization, ensuring the total amount of
‘rank’ remains constant. When R reaches a stationary state,
i.e. it does not change anymore, it is an eigenvector of matrix
A, such that A = cAR. However, if the trust graph takes
the shape of a directed cyclic graph, loops with no outgoing
edges may occur, causing the accumulation of rank over time.
To tackle this issue, Page a new formula for reputational
values R’ of web page i, such that R] = R; + cS;, where
[IR’]|1 = 1 and S; is a vector of web page 1 which corresponds
to the rank originating from each page. As we have that
[IR]|1 = 1, c must be reduced when S is an all-positive vector,
implying that c is a decay factor.

The original version of PageRank as described above is
prone to Sybil attacks, as has been shown in many studies
[46-49]. Such an attack would introduce many new entities
who all link to the attacker, thereby increasing its reputa-
tion. This process is also known as ‘link farming’ [48]. The
original PageRank algorithm does by itself not contain any
defense mechanisms against Sybil attacks.
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Round n
\ Web page 1
/ Rank: 0.5
Web page 3
Rank: 0.7
) Web page 2
Rank: 1.2
Round n+1
\ Web page 1
/ Rank: 0.3 \
Web page 3 3
Rank:0.5+0.6=1.1
Web page 2
Rank: 1.2

Figure 2. PageRank execution in which the edges represent
references. In round n, pages (or entities) have a specific
amount of rank. In round n+1, the rank is propagated over
the outgoing edges. Web page 3 passes the 0.7 rank over its
only outgoing link while receiving 0.5 from web page 1 and
LZZ from web page 2. Web page 1’s rank is lowered and web
page 2’s rank is stationary. This process continues until the
amount of rank for all pages becomes stationary.

PageRank is part of the family of symmetric reputation mech-
anisms, which are generally prone to Sybil attacks [40]. In
such mechanisms, the reputation of an entity does not de-
pend on its identity, but only on the topology of the trust
graph. An example of a defense against Sybil attacks in such
scenarios, is MeritRank, which wraps existing social symmet-
ric reputation mechanisms and adds additional constraints,
providing these mechanisms with Sybil attack tolerance.

MeritRank

MeritRank [5] is a novel reputation mechanism which main
goal is to bound the gain of Sybil attacks. That is, MeritRank
does not attempt to solve Sybil attacks, but merely defines a
number of strategies towards tolerating them. Furthermore,
MeritRank generically assumes the existence of an under-
lying implementation for communication and reputation
calculation using a ‘flow-based’ network, much alike the
implementation used by PageRank.

Trust graphs satisfying MeritRank’s constraints are shown
to be Sybil tolerant. That is, for some value 0 < ¢ < co and
Sybil attack o, the following holds:

w*(as)

<c
IS|—e0 ™ (05)

where S is the set of Sybils, ™ is a function returning the gain
for a Sybil attack and «w* is a function returning the amount
of loss for a Sybil attack. By defining certain properties for
trust graph, MeritRank is capable of bounding the amount of
gain an attacker can get from attacking the network. Such an
attack is also known as a weakly beneficial Sybil attack [50],
which contrasts an attack where an adversary can obtain
infinite gain, also known as a strongly beneficial Sybil attack.
The constraints which MeritRank poses the trust graph are
relative feedback/reputation, connectivity decay, transitivity
decay and epoch decay.

The aforementioned constraints are a set of intuitive mea-
sures to bound the gain of an adversary. Relative feedback
limits the amount of reputation an entity can give to some
other entity by its own degree. More specifically, the updated
function for assigning reputation is defined as:

w(i, j)

2Zken, (i, k)

where w is the original function for assigning reputation.
Note the sum of reputation/feedback an entity assigns to its
neighbours consistently equals 1. Transitivity decay defines a
probability a which is equivalent to stop a random walk (see
the Random Surfer model [4]) for reputation determination
for any given entity. Furthermore, connectivity decay defines
a constant 0 < < 1 and ratio ¢, such that if for some entity
i (transitively) connected to some entity j through some
entity k for at least the ratio t of all possible paths, (1 — f)
serves as a punishment factor for decreasing the reputation
of the entity j in i’s perspective. The connectivity decay
constraint’s main purpose is to identify and punish separate
components. Lastly, the epoch decay defines a constant y,
which indicates the reputation decay with each epoch of
the graph, incentivizing entities to keep performing work to
receive reputation.

MeritRank has been evaluated on all constraints separately.
It has been shown that “transitivity decay and connectivity
decay can provide a desirable level of Sybil tolerance” [5]. On
the other hand, it was found that epoch decay, when naively
implemented, may prefer new reputation assignments over
existing reputation assignments. As aforementioned, Meri-
tRank does not provide resistance against Sybil attacks, but
accepts their existence and introduces a number of possible
strategies towards bounding the maximum gain an attack
may muster.

w(i, j) =

Individually-based social reputation mechanisms are often
the most prone to Sybil attacks, as there exists no other exter-
nal notion on which to base reputation calculations. While
MeritRank proposes a number of strategies towards tolerat-
ing such attacks, it recognizes their existence and its inability
towards preventing them. Arguably the most effective de-
fense against Sybil attacks is the usage of fixed identity’s
and disabling the arbitrary creation of new virtual entities.



An example of such fixed identity is the European Digital
Identity [51], which will enable EU residents to claim a sin-
gle online identity. An external party verifying or providing
an entity’s identity is said to be the only way of preventing
Sybil attacks [40], as identities cannot instantly be created
without the external party’s permission and verification.

5 Acquaintances

In the scope of acquaintances, we consider social reputation
mechanisms which rely on the existence of real relationships
between entities. By leveraging these existing relationships,
one may strengthen the defenses of online social reputation
mechanisms. An example of a social phenomenon leverag-
ing existing relationships is vouching: “to be able from your
knowledge or experience to say that something is true” [52].
In the context of reputation mechanism, vouching may gen-
erally be used as a method of putting one’s reputation at
stake. More specifically, in the case where some person (the
voucher) has vouched for someone else (the vouchee), while
this vouch was misplaced, the voucher loses their credibility.
As a voucher willingly puts their reputation at stake for the
vouchee, it makes one believe that the voucher has had prior
external experience with the vouchee.

Inrecent years, the government of the United Kingdom has
composed a rigorous guide as how to use vouches in daily-
life situations [53]. It describes how people can use vouching
for verifying one’s identity. For instance, a parent has the
ability to vouch for their child’s identity. They know their
child well and are certain of their child’s identity, inducing
no risk of vouching for them.

An example of a social mechanism employing vouching
is Souche, which can be deployed on online social networks
for protecting real users against fake accounts, often created
for malicious purposes, such as spamming,.

Souche

Souche [6] is a vouch-based reputation mechanism devel-
oped partially by Microsoft!. Its main goal is to quickly be
able to distinguish between legitimate and illegitimate users
in the context of online social communities, and to slow down
any malicious undetected users. Souche has been evaluated
in simulations utilizing large anonymized email and Twitter?
datasets and has been shown to accurately identify 85% of
legitimate users in an early stage. Furthermore, Souche can
relief users of periodic humanity checks, such as CAPTCHAs,
by only performing a CAPTCHA upon registration.
Souche’s main means for creating relationships between
entities, i.e. users, is through implicit vouching. Such pro-
cess takes place through by considering regular activities as
vouching. As such, Souche defines a vouch through emails
by the conversation between two users, i.e. both users have

Thttps://microsoft.com/
Zhttps://twitter.com/
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written each other at least two emails for a conversation to
be considered a vouch. Moreover, when modelling such ap-
proach to large datasets, it was found that a Giant Connected
Component (GCC) starts to take shape. Such a GCC is a large
trust graph which contains 93% of all users for the e-mail
dataset, where the remaining connected components are
orders of magnitude smaller than the GCC. Souche crowd-
sources the detection of malicious accounts, by assuming
that malicious accounts are not included in the GCC.

Souche defines a quota g; for each entity i to determine
whether an entity is allowed to vouch for some new entity.
Every unit of time, this quota grows with rate r. An entity is
allowed to vouch for some other entity when their quota is
larger than 1. Naively, the quota can be defined as:

qi = (1+r)t_bi —ci—1

where t is the current time, b; is the time at which entity i
joined the network and c; indicates the number of entity i
has already vouched for. However, in order to approach the
growth rate with which online social networks grow, growth
rate r should be configured to have a small value, such as
0.001 where the time interval equals 1 day. This implies
that users are unable to vouch for any other users during
their first registered year. To tackle this issue, Souche divides
the GCC trust graph in subtrees, starting at the leaves, i.e.
entities with no outbound vouches. An example of such a
subtree can be found in figure 3. These subtrees have a size
of approximately 50 entities and have a single root. Within
subtrees, entities can freely use the cumulative quota. More
specifically, entity i of subtree T; can vouch for some other
entity when Y ez, g > 1. In order to account for the usage
of shared quota, the definition of quota is finalized to:

qi=(1+r)t_bi—ci—di—1

where d; represents the quota used by other entities to retain
the total balance of quota within the network. Note that,
due to the exponential growth of quota, older entities are
assumed to be more trusted vouchers.

Other than sharing quota, the subtree data structure serves
another purpose, namely that of assisting in the detection
of malicious entities. While Souche itself does not focus on
malicious entity detection, given an existing detection im-
plementation, Souche can assist by marking an entities’s
parent, siblings or descendants as suspicious. Another de-
fense against malicious entities is the limited quota per time
interval, preventing adversaries from vouching for other ad-
versaries. Smaller trees will result in less available shared
quota for malicious entities to claim. Finally, Sybil attacks
may also suffer from these features.

Another example of a study applying a vouching-based mech-
anism has been employed by the CloudSurfing platform [54].
This approach implements a more explicit method of vouch-
ing, requires more manual user interaction, and does not
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Figure 3. Example of a Souche subtree. In this particular
example, A has vouched for both B and C and C has vouched
for E and F. Note that if C were to be exposed as a malicious
entity, it is evident that at least A, B, E and F should be further
investigated, as they share a close relation to C.

protect users from malicious and potentially fake entities,
but is used as a rating for hosts on the CloudSurfing platform.

On the other hand, there exist other social phenomena
leveraging existing relationships which have been translated
to social reputation mechanisms. One such example includes
the usage of invitations. In an offline setting, invitations are
often used to invite people to participate in a certain event.
This social behaviour has been studied and integrated as a
core component in social reputation mechanisms, such as
Trust by association, which combines the usage of invitations
with a mechanism similar to vouching.

Trust by association

Trust by association (TbyA) [7] has been designed for deploy-
ment in a peer-to-peer environment. It utilizes invitations
to add new entities to the network and links the reputation
values of the inviter and invitee, similar to vouching. More
specifically, inviters may be punished for the bad behaviour
of their invitees, while incentivized by profiting from the
good reputation of their invitees and the rewards for grow-
ing the network. Due to these reputational incentives, it is
assumed that users will only invite people they already have
experience with from another channel, i.e. the acquaintance.
TbyA assumes the following properties of the network:

e [nvitation-only network — entities can only join the
network through invitation.

e Homogeneous Resource or Service — entities participate
in the network for a common type of resource or ser-
vice.

e Bounded Existing Reputation Mechanism — there ex-
ists an underlying reputation mechanism, such that
the resulting reputation values are bounded within a
fixed interval. Kellett et al. [7] suggests the usage of
EigenTrust [29].

e Central Point of Calculation — there exists a central
machine on which all calculations take place.

In its simplest form, the reputation value R for entity i, R;,
is defined by:

2jen, Uj

N
where Uj is a function returning the reputation of entity i
according to the underlying reputation mechanism, N; refers
to the set of invitees invited by entity i, and « is some value
0 < a < 1 and is assumed to be 0 when |N;| = 0. While [7]
only uses this formula as a starting point to introduce en-
hancements, the general idea remains unchanged. These en-
hancements include rewarding network growth by varying
a depending on the amount of entities invited and support
for recursive reputation, i.e. the reputation of the invitee’s
of entity i’s invitees affects entity.

In an effort to measure TbyA’s efficacy, a simulation was
performed. It was found that TbyA performs well in the
case where there exists an external party capable of identi-
fying malicious entities and punishing their inviters. TbyA
is said to be able to turn lawless peer-to-peer networks into
networks of benevolent peers, but requires future work on
decentralized methods of identifying malicious entities.

R,~:(1—a)U,~+(x

TbyA uses elements we have previously seen in Souche sim-
ilar to vouching, as it punishes the inviter for any bad be-
haviour shown by their invitees. However, besides social
reputation mechanisms in which you need a voucher to par-
ticipate, there also exist less strict mechanisms. One such
mechanisms is SocialTrust, in which anyone can participate,
but where existing social ties are useful. SocialTrust uses the
notion that friends are more trusted than strangers [55].

SocialTrust

SocialTrust [8] attempts to combine entity reputation values
as well as friendships to provide the best QoS in a decentral-
ized network. SocialTrust’s main goal is to attempt being
served by a friend or, if no friend is available, the server with
the highest global reputation, provided by a trusted authority.
First of all, SocialTrust defines two types friendship, namely
‘friends’ and ‘partners’, both being bidirectional relation-
ships. An entity can choose their own friends based on their
experiences in the offline physical world and send a ‘friend
request’. However, partners are assigned by the trusted au-
thority and are defined as entities with whom a certain entity
has had many interactions with. In order to participate in a
partnership, both entities must have a reputation larger than
a certain partner threshold.

When some entity i requires a certain service or resource,
it first composes a list of all possible entities which may pose
as server. In this process, the reputation mechanism takes the
current load of entities into account, such that overloaded
entities are not included in the list of possible servers. After
composing the list, entity i scans for any friends or partners
and, if present, selects one of these to request the service



or resource. If such friend or partner does not exist, entity
i queries the trusted authority for the reputations of the
possible servers and chooses the server with the highest
reputation.

In SocialTrust, each entity is assigned an impact factor,
which represents both their reputation the amount of dam-
age they could inflict and is used to calculate entity’s new
reputation after an interaction, depending on whether it
cooperates. The impact factor T is defined such that:

T =+ (1

where R is a function returning an entity’s reputation, Ry,qx
is the maximum achievable reputation, D(i) represents the
number of friends and partners, Dy,qy is the maximum num-
ber of friends and partners and f is some value 0 < § < 1.
After each interaction, the client will provide a service rating
of the server, which helps the trusted authority to calculate
the new reputations by taking into account the impact factor.

We consider two cases: an interaction in which both the
server and client are cooperative and an interaction in with
the server is cooperative, but the client is non-cooperative. In
the first case, the client will, subsequently to the interaction,
send a service rating to the trusted authority, in which it
rates the server with some value Y, such that 0 < Y < 1.
A cooperative server will accept this rating and the servers
reputation increases by a(1 + T, - Y), where T is the client’s
impact factor and 0 < a < 1. The client’s reputation will
increase with . On the other hand, we consider the cases
where the client is non-cooperative and provides no feedback
or negative feedback, while the server provided honest work
(the trusted authority checks this by verifying the signatures
on the request and response). In this case, the server is as-
signed a reputation and the client loses —a(1+7;) reputation.
Similar reputation assignments are presented in [8] for non-
cooperative servers, in which the server loses reputation.
Note that the more reputation and friends/partners an en-
tity has, the more their reputation is affected in interactions,
promoting honest work for all, regardless of reputation.

In a performance evaluation, SocialTrust has shown stronger
capabilities in excluding non-cooperative entities from the
network compared to EigenTrust [29], as well as obtaining a
more accurate model mapping an entity’s reputation to its
benevolence.

Acquaintance-based social reputation mechanism using con-
cepts like vouching often offer built-in defenses against at-
tacks. However, bootstrapping such mechanisms is a chal-
lenge, as they often require an initial set of trusted entities
from which all remaining participants join the network. The
concept of implicit vouching as introduced by Souche might
open the opportunities for deploying vouching-based mech-
anisms, but may inadvertently punish innocent entities. Rep-
utation mechanisms such as SocialTrust suffer less from the
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bootstrap problem, but have weaker defences for filtering
malicious entities.

6 Neighbourhoods

The final scope is focused on the notion of neighbourhoods.
In a social context, one’s neighbourhood often determines
their opportunities and success in later stages of life [56].
Moreover, social groups often arise from these neighbour-
hoods. These groups may determine one’s reputation as it
has been shown that social groups are often assigned a single
reputational value [57].

Similar concepts have been applied in the design of rep-
utation mechanisms. One such reputation mechanism is
GroupRep, in which entity j’s reputation in entity i’s perspec-
tive may be determined by their group if no direct interaction
has occurred.

GroupRep

Based on the assumption that in large peer-to-peer net-
works, two peers will not often interact more than once,
making it hard to profit from direct experiences between
peers, GroupRep [9] adopts the notion of groups to calcu-
late reputational values. By assuming that users with similar
interests in a peer-to-peer environment have constructed
virtual groups, GroupRep provides a framework for calcu-
lating reputational values between groups, between groups
and peers and between peers.

In GroupRep, the notion of a trust graph is applied on
two scales. On the first scale, every node in the trust graph
are groups of entities in which the edges represent reputa-
tions from the group perspective. The second scale considers
all nodes individual entities, in which the edges represent
reputation values based on direct experiences between enti-
ties. Moreover, GroupRep defines utility u and costs ¢, which
represent the gain and costs from interactions with other en-
tities or entity groups. In general, reputation is calculated by
Cij—Uij . .
Cru where c;; represents the cumulative cost some entity
or group j has brought entity or group i and u;; represents
the cumulative utility. However, if ¢;; + u;; = 0, a fall-back
policy is applied in which a path (on the group-based trust
graph) is searched between G(i) and G(j), where G is a
function returning an entity’s group. Note that for all groups
along this path, including G(i), the most trusted group is
selected for each next step. The reputation of this path is
equivalent to the minimum reputation edge on the path.
However, if no such path exists, a stranger policy is applied,
in which the reputation is calculated using the cumulative
utility and cost for all previous interactions with strangers.
Note that GroupRep will always first attempt to find direct
reputation values on the trust graph on entity-level, however,
if no such direct edge exists, the group reputation is used for
determining a reputation value. After an interaction, entity i
updates its local information, creating an edge in the entity
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trust graph, and sends the rating to its group G(i), which
then may sends the rating to group G(j).

Furthermore, GroupRep introduces a methodology for de-
tecting malicious entities through clustering entities within
groups. By assuming two entities as similar when they have
similar reputations on the entities they both have had inter-
actions with, clustering can take place. It is assumed that a
maximum cluster of similar entities will take shape, in which
all entities are deemed credible.

GroupRep has been compared against two existing rep-
utation mechanisms on the performance against malicious
collusive attacks. It was shown that GroupRep achieves a
higher ratio of success queries (ratio of peers satisfied with
the result of the interaction) and a higher satisfaction level,
where satisfaction represents the average ratio of cumula-
tive authentic file sizes to cumulative inauthentic file sizes.
However, the scope of this evaluation was somewhat limited
and did not include comparison against any well-known rep-
utation mechanisms.

While entities are still somewhat free to choose which group
to join when using GroupRep, there also exist more discrimi-
native approaches, which may be associated with originative
discrimination. Such methodologies are commonly adopted
in email spam measures where IP addresses are blacklisted.
One such mechanism is IPGroupRep (name similarity with
GroupRep is coincidental), which aggressively groups IP
addresses into blocks based on subnets and assigns single
reputation values to these groups based on their behaviour.

IPGroupRep

IPGroupRep [10] is an aggressive reputation mechanism
for calculating a reputation for IP blocks based on existing
spam classifiers. It only considers groups of IP addresses,
rather than leveraging individual reputations with a group
reputation. In [10], it is suggested to consider cluster IP into
blocks of 256 by naively assuming the first 24 bits of all IP
addresses in a block static, similar to a 255.255.255.0 subnet
mask. An IP block’s reputation should be decreased when a
spam message originating from this group is detected, while
it should be increased upon sending legitimate messages.
Note that IPGroupRep is in itself not capable or designed to
detect spam, but rather to combine the outputs of several
existing spam detection mechanisms and combine these into
a single reputation value.

For each group, a sum r and s are defined, represent-
ing the aggregation of positive and negative spam feed-
back respectively, provided by the numerous spam detection
mechanisms. IPGroupRep applies a beta distribution, where
a=r+1and f = s+ 1 and assumes the expected value E(p)
to be the reputation value, such that:

r+1

E(p)= r+s+2

If this value E(p) is larger than some threshold T;p,eshoids the
group can be assumed trustworthy.

In evaluation it was found that this reputation mechanism
shows very high precision and accuracy compared to exist-
ing reputation mechanisms used for the protection of mail
servers. However, we argue that this method may negatively
affect innocent parties within a group by disregarding the
individual reputations. A possible solution to alleviate this
is by decreasing the group sizes or automatically detect dy-
namic IP address blocks which may be used for spam [20].

While the usage of groups may be effective against spam-
ming and the danger of strangers, it is very generative and
should be implemented cautiously such that malicious en-
tities cannot hide in highly reputed groups and enjoy their
benefits.

7 Conclusion

In this paper, we have discussed numerous social phenomena
on different scales and reviewed social reputation mecha-
nisms directly adopting the social phenomena as core com-
ponent. First, we focused on the individual scope, in which
every entity is responsible for their own reputation and en-
tities may refer to each other based on past interactions,
increasing each other’s reputation by performing honest
work. Secondly, we reviewed the acquaintances scope, where
mechanisms may benefit from existing social ties to create
more secure environments through vouching and friends.
In this space, the existing trust relations are essential and
may heavily influence one’s reputation, compared to the
individual scope. Finally, we reviewed mechanisms in the
neighbourhood scope, in which entities may be part of a
group which can greatly affect their reputation. Over the
years, many reputation mechanisms have been proposed,
evaluated and criticised. However, the holy grail of a social
reputation mechanism creating secure online trust is yet to
be invented.
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